HENSTOCK-KURZWEIL TYPE INTEGRATION OF RIESZ-SPACE-VALUED FUNCTIONS AND APPLICATIONS TO WALSH SERIES

Abstract

Some versions of Henstock-Kurzweil integral with respect to different derivation bases for functions with values in Dedekind complete Riesz spaces are studied. Fundamental Theorem of Calculus are proved for these integrals and an application to Walsh series is given.

1 Introduction.

In this paper we extend some definitions and results of [4] related to Henstock-Kurzweil integration of Riesz-space-valued functions, to the case of integration with respect to derivation basis. Considering a wide class of Riesz spaces we prove for this type of Henstock-Kurzweil integrals some versions of the Fundamental Theorem of Integral Calculus. In a particular case of the dyadic basis we apply this theorem to the problem of recovering the coefficients of Walsh series from their sums by generalized Fourier formulas in which integrals are understood in the above sense.
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In the real-valued case the Henstock-Kurzweil integrals with respect to bases were considered in [22] (see also [6] and [15]). For dyadic Henstock-Kurzweil integral and for its application to Walsh series with real coefficients see [16], [19], [20].

The paper is structured as follows. In Section 2 we recall some fundamental concepts related to Riesz spaces and derivation bases, and introduce some notions of continuity and differentiability of Riesz-space-valued interval-functions with respect to bases. In Section 3 we investigate some basic properties of the Henstock-Kurzweil integral for Riesz-space-valued functions with respect to abstract bases. In Section 4 we prove some version of the Fundamental Theorem of Calculus for this type of integral generalizing some results obtained in [4]. Finally, in Section 5, we consider Walsh series with coefficients from Riesz spaces and give an application of the above mentioned theory to the problem of recovering the coefficients of an order convergent Walsh series from its sum.

2 Preliminaries.

Let \( \mathbb{N}, \mathbb{R}, \mathbb{R}^+ \) be the sets of all natural, real and positive real numbers respectively, and let \( R \) be a Dedekind complete Riesz space. We add to \( R \) two extra elements, \(+\infty\) and \(-\infty\), extending ordering and operations in a natural way, and denote \( \mathbb{R} = R \cup \{+\infty, -\infty\} \).

A nonempty set \( T \subset R \) is said to be order bounded from above if there exists \( s_1 \in R \) such that \( s_1 \geq t \) for all \( t \in T \), order bounded from below if there exists \( s_2 \in R \) such that \( s_2 \leq t \) for all \( t \in T \), order bounded if it is order bounded both from above and from below. By convention, we will say that the supremum of any not bounded from above nonempty subset of \( R \) is \(+\infty\) and the infimum of any not bounded from below nonempty subset of \( R \) is \(-\infty\).

A net \((p_\beta)_{\beta \in \Lambda}\) in \( \mathbb{R} \), where \( (\Lambda, \geq) \neq \emptyset \) is a directed set, is called \((o)\)-net if it is decreasing (i.e. \( p_\beta_1 \leq p_\beta_2 \) whenever \( \beta_1, \beta_2 \in \Lambda, \beta_1 \geq \beta_2 \)) and \( \inf_\beta p_\beta = 0 \). In particular we get the definition of \((o)\)-sequence when \( \Lambda = \mathbb{N} \).

**Definition 2.1.** We say that a net \((r_\beta)_\beta\) order converges (or in short \((o)\)-converges) to \( r \in R \) if there exists an \((o)\)-net \((p_\beta)_\beta\) (with the same directed set \( \Lambda \)) satisfying \( |r_\beta - r| \leq p_\beta \) for each \( \beta \in \Lambda \). We shall write in this case \( r = (o)\lim_\beta r_\beta \). In the case \( \Lambda = \mathbb{N} \) we get the definition of \((o)\)-convergent sequence.

The \((o)\)-convergence of a Riesz-space-valued series is defined in an obvious way by the \((o)\)-convergence of its partial sum.

It is known (see [1]) that an order bounded net \((r_\beta)_\beta\) in a Dedekind complete Riesz space is \((o)\)-convergent to \( r \) if and only if \((o)\lim_{\beta} r_\beta = \int r \in R \).
(o) lim sup \( r_\beta \).

Recall that each Dedekind complete Riesz space is \textit{Archimedean}, i.e. if \( 0 \leq nr \leq p \) for all \( n = 1, 2, \ldots \) and some positive elements \( r \) and \( p \) of \( R \) then \( r = 0 \). For Archimedean Riesz spaces another type of convergence can be considered.

**Definition 2.2.** We say that a net \((r_\beta)_{\beta \in \Lambda}\) \((r)-\)converges (relatively uniform converges as in [13] or converges with respect to a regulator as in [24]) to \( r \in R \) if there exists a positive element \( u \in R \) (a regulator) such that, for every \( \varepsilon > 0 \), there exists \( \beta_0 \in \Lambda \) so that \( |r_\beta - r| \leq \varepsilon u \) for all \( \beta \geq \beta_0 \). In the case \( \Lambda = \mathbb{N} \) we get the definition of \((r)-\)convergent sequence.

It is easy to check that in an Archimedean Riesz space \((r)-\)convergence implies \((o)-\)convergence. The converse is true only under some additional assumption (see Proposition 2.4 below).

A Riesz space satisfies property \( \sigma \) if, given any sequence \((u_n)\) in \( R \) with \( u_n \geq 0 \) \( \forall n \in \mathbb{N} \), there exists a sequence \((\lambda_n)\) of positive real numbers, such that the sequence \((\lambda_n u_n)\) is bounded in \( R \).

**Definition 2.3.** A Dedekind complete Riesz space is said to be \textit{regular} if it satisfies property \( \sigma \) and if for each sequence \((r_n)\) in \( R \), order convergent to zero, there exists a sequence \((l_n)\) of positive real numbers, with \( \lim n \ l_n = +\infty \), such that the sequence \((l_n r_n)\) is order convergent to zero.

**Proposition 2.4.** ([14], Theorem 1, p. 350) In a regular Riesz space the \((o)-\)convergence is equivalent to the \((r)-\)convergence.

An interval is always a compact nondegenerate subinterval of \( \mathbb{R} \). If \( E \subset \mathbb{R} \), then \( |E| \) denotes the Lebesgue measure of \( E \).

A collection of intervals is called \textit{nonoverlapping} if their interiors are pairwise disjoint. Throughout this paper, \([a,b]\) is a fixed interval of \( \mathbb{R} \) and \( \mathcal{I} \) is the family of all subintervals of \([a,b]\). A basis on \([a,b]\) is, by definition, any subset \( \mathcal{B} \) of \( \mathcal{I} \times [a,b] \) such that \((I,x)\in \mathcal{B}\) implies \( x \in I \) (Note that this definition of a basis is a little bit less general than in [22] or in [15], but this level of generality is enough for our purpose here).

Given a basis \( \mathcal{B} \), an interval \( I \) is called a \textit{\( \mathcal{B} \)-interval} if \((I,x)\in \mathcal{B}\), for some \( x \in I \). We assume that \([a,b]\) is a \( \mathcal{B} \)-interval. For a set \( E \subset [a,b] \), \( E \neq \emptyset \), put

\[
\mathcal{B}(E) = \{(I,x) \in \mathcal{B} : I \subset E\}, \quad \mathcal{B}|E| = \{(I,x) \in \mathcal{B} : x \in E\}.
\]  \hspace{1cm} (1)

For \( \emptyset \neq E \subset [a,b] \) we denote by \( \Delta_E \) the directed set of all positive real-valued functions defined on \( E \) and endowed with the natural ordering: given
two functions $\delta_1$ and $\delta_2$, we say that $\delta_1 \leq \delta_2$ if and only if $\delta_1(x) \leq \delta_2(x)$ for all $x \in E$. For the set $\Delta_{[a,b]}$ we shall often write simply $\Delta$.

A function $\delta \in \Delta_E$ is often referred to as a gage on $E$.

For a given gage $\delta \in \Delta$ we denote

$$B_\delta = \{(I, x) \in B : I \subset (x - \delta(x), x + \delta(x))\}. \quad (2)$$

We note that $B_\delta$ is also a basis on $[a,b]$, so that it makes sense to define the sets $B_\delta(E)$ and $B_\delta[a,b]$, similarly as in (1).

We say that a basis $B$ is a Vitali basis if for any $\delta \in \Delta$ and $x \in [a,b]$ the set $B_{\delta}\{x\}$ is nonempty.

Let $\emptyset \neq E \subset [a,b]$. A finite subset $\Pi$ of $B[E]$ is called a $B$-decomposition on $E$ if for every distinct elements $(I', x')$ and $(I'', x'')$ of $\Pi$, the corresponding intervals $I'$ and $I''$ are nonoverlapping. If $\bigcup_{(I, x) \in \Pi} I = [a,b]$, for $\Pi \in B$, then we say that $\Pi$ is a $B$-partition of $[a,b]$. A $B_\delta$-decomposition (or $B_\delta$-partition) is called $\delta$-fine.

Throughout this paper we shall assume that each basis $B$ considered here is a Vitali basis and has the following two partitioning properties: (a) for any $B$-interval $I$ and any gage $\delta$ on $I$ there exists a $B_\delta$-partition of $I$; (b) if $I_1$ and $I_2$ are $B$-intervals and $I_1 \subset I_2$ then $I_2 \setminus I_1 = \bigcup_{i=3}^n I_i$ where $I_i, i = 3, \ldots, q$, are some nonoverlapping $B$-intervals.

One of the simplest example of a Vitali basis having above partitioning properties is the so called full interval basis on $[a,b]$ which consists of all elements $(I, x) \in I \times [a,b]$ such that $x \in I$ (Partitioning property (a) for this basis is proved for example in [8] and in [12]). Another example is the dyadic basis $D$ consisting of all pairs $(I, x)$, where $x \in I$ and $I = \left[\frac{i}{2^k}, \frac{i+1}{2^k}\right)$, for $k \in \mathbb{N}$ and $i = 0, 1, \ldots, 2^k - 1$. This basis is widely used in harmonic analysis (see [19], [20], [7], [6]). We consider this basis in Section 6.

If $f : [a,b] \to R$ and $\Pi = \{(J_i, \xi_i) : i = 1, \ldots, q\}$ is a partition of $[a,b]$, the sum $\sum_{i=1}^q f(\xi_i) |J_i|$ will be denoted by $S(f, \Pi)$ and will be called Riemann sum associated with $\Pi$.

From now on in this paper, the notation $\Pi$ will always be reserved to mean a partition or a decomposition.

We now formulate suitable concepts of continuity and differentiability with respect to a basis, for Riesz-space-valued interval functions (For corresponding
concepts concerning Riesz-space-valued point functions and the full interval basis, see [4]).

Let $\mathcal{R}$ be a Dedekind complete Riesz space, $\mathcal{B}$ a basis on $[a, b]$ and $\tau$ an $\mathcal{R}$-valued $\mathcal{B}$-interval function. We say that $\tau$ is additive if $\tau(I' \bigcup I'') = \tau(I') + \tau(I'')$ whenever $I'$ and $I''$ are any two nonoverlapping $\mathcal{B}$-intervals and $I' \bigcup I''$ is also a $\mathcal{B}$-interval.

A function $\tau$ is said to be $(o)$-continuous at a point $x_0 \in [a, b]$ with respect to the basis $\mathcal{B}$ if

$$\inf_{\delta} \sup \{ |\tau(I)| : (I, x_0) \in \mathcal{B}_\delta([x_0]) \} = 0.$$  

(3)

Given $\emptyset \neq E \subset [a, b]$, we say that the function $\tau$ is $(o)$-continuous on $E$ if it is $(o)$-continuous at every point $x_0 \in E$.

We say that $\tau$ is $(u)$-differentiable on $E$ with respect to the basis $\mathcal{B}$ if there exists a function $g : E \to \mathcal{R}$ such that

$$\inf_{\delta \in \Delta_{E}} \left[ \sup \left\{ \frac{|\tau(I)|}{|I|} - g(x) : (I, x) \in \mathcal{B}_\delta[E] \right\} \right] = 0.$$  

(4)

The function $g$ in (4) will be called the $(u)$-derivative with respect to $\mathcal{B}$ (or simply derivative) of $\tau$ on $E$.

It is easy to prove that the $(u)$-derivative is determined uniquely.

3 The Henstock-Kurzweil Integral with Respect to a Basis.

We now introduce a Henstock-Kurzweil-type integral with respect to a basis for Riesz-space-valued functions (for the real case, see [9], [22], [15], [6]). The definition below is a generalization of a definition from [4] (for other versions of definitions of Henstock-Kurzweil integral for Riesz-space-valued functions see [18], [14]).

**Definition 3.1.** Let $\mathcal{B}$ be a fixed basis on $[a, b]$. We say that $f : [a, b] \to \mathcal{R}$ is Henstock-Kurzweil integrable on a $\mathcal{B}$-interval $E \subset [a, b]$ with respect to $\mathcal{B}$ (in brief, $H_{\mathcal{B}}$-integrable) if there exists an element $Y \in \mathcal{R}$ such that

$$\inf_{\delta \in \Delta_{[a, b]}} \left( \sup \left\{ \sum_{(I, x) \in \Pi} f(x) |I| - Y : \Pi \text{ is a } \mathcal{B}_\delta \text{-partition of } E \right\} \right) = 0.$$  

(5)

In this case we write $(H_{\mathcal{B}}) \int_{E} f = Y$. 
It is easy to see that the element $Y$ in (5) is uniquely determined and that the set of all $H_B$ integrable functions on $E$ is a linear space.

**Proposition 3.2.** Let $R$ be a Dedekind complete Riesz space, satisfying property $\sigma$, $Q \subset [a, b]$ be a countable set, and $f : [a, b] \to R$ be a function, such that $f(x) = 0$ for all $x \in [a, b] \setminus Q$. Then $(H_B) \int_a^b f = 0$.

**Proof.** Let $Q = \{t_n : n \in \mathbb{N}\}$ and $f(t_n) = u_n$ for all $n \in \mathbb{N}$; without loss of generality, we can suppose that $u_n \geq 0 \forall n \in \mathbb{N}$. As $R$ being Dedekind complete is Archimidean, in order to prove the Proposition, it is enough to show that there exists an element $z \in R$, $z \geq 0$, $z \neq 0$, such that $\forall \varepsilon > 0$ there exists a gage $\delta$ on $[a, b]$ such that

$$|S(f, \Pi)| \leq \varepsilon z \tag{6}$$

for each $B_\delta$-partition $\Pi$ of $[a, b]$ (that means that we are proving in fact $(r)$-convergence and therefore also $(o)$-convergence to zero of $\sup\{S(f, \Pi) : \Pi \in B_\delta\}$). By property $\sigma$, in correspondence with the sequence $(u_n)_n$, there exists a sequence $(\lambda_n)_n$ of positive real numbers and there exists $z \in R$ such that $0 \leq \lambda_n u_n \leq z$ for all $n \in \mathbb{N}$. Fix now an arbitrary $\varepsilon > 0$ and set $\delta(t_n) = \varepsilon 2^{-n-2} \lambda_n \forall n \in \mathbb{N}$, and $\delta(x) = 1$ if $x \notin Q$. For every $B_\delta$-partition $\Pi = \{(J_1, x_1), \ldots, (J_q, x_q)\}$ of $[a, b]$ we have:

$$0 \leq S(f, \Pi) = \sum_{i=1}^q f(x_i) |J_i| \leq \sum_{n=1}^\infty \left( \sum_{x_i = t_n} u_i |J_i| \right) \leq \sum_{n=1}^\infty \left( \sum_{x_i = t_n} 2 \delta(x_i) u_i \right) \leq 4 \varepsilon \sum_{n=1}^\infty 2^{-n-2} \lambda_n u_n \leq 4 \varepsilon \left( \sum_{n=1}^\infty 2^{-n-2} \right) z = \varepsilon z,$$

proving (6) and the assertion. \(\square\)

Now we state the Cauchy criterion for $H_B$-integrability.

**Theorem 3.3.** Under the above notation, a necessary and sufficient condition for $H_B$-integrability of $f$ on a $B$-interval $E$ is that

$$\inf_{\delta \in \Delta_E} \left[ \sup \{ |S(f, \Pi_1) - S(f, \Pi_2)| : \Pi_1, \Pi_2 \text{ are } B_\delta \text{-partitions of } E \} \right] = 0.$$
Proof. The necessary part is straightforward.

We now turn to the sufficient part. For every $\delta \in \Delta_E$, denote

$$\Psi(\delta) = \{\Pi : \Pi \text{ is a } B_\delta\text{-partition of } E\},$$

$$a(\delta) = \sup \{S(f, \Pi) : \Pi \in \Psi(\delta)\},$$

$$b(\delta) = \inf \{S(f, \Pi) : \Pi \in \Psi(\delta)\},$$

$$r(\delta) = \sup \{\left|S(f, \Pi_1) - S(f, \Pi_2)\right| : \Pi_1, \Pi_2 \in \Psi(\delta)\}.$$

We have:

$$S(f, \Pi_1) \leq r(\delta) + S(f, \Pi_2) \quad \forall \Pi_1, \Pi_2 \in \Psi(\delta). \quad (7)$$

Since by hypothesis

$$(o) \lim_{\delta \in \Delta_E} r(\delta) = \inf_{\delta \in \Delta_E} r(\delta) = 0, \quad (8)$$

then there exists a gage $\delta_0 \in \Delta_E$ such that $r(\delta) \in R \forall \delta \in \Delta_E, \delta \leq \delta_0$. Taking in (7) first the supremum on the left over $\Pi_1$ we observe that $a(\delta) \in R$ for $\delta \leq \delta_0$ with $\delta_0$ chosen above. Then we take infimum over $\Pi_2$ to get

$$a(\delta) \leq r(\delta) + b(\delta) \quad (9)$$

noting that $b(\delta) \in R$ for the same $\delta$.

Moreover, we have:

$$\left|S(f, \Pi_1) - S(f, \Pi_2)\right| \leq a(\delta) - b(\delta) \quad \forall \Pi_1, \Pi_2 \in \Psi(\delta),$$

and taking the supremum we obtain

$$r(\delta) \leq a(\delta) - b(\delta).$$

In view of (9) this gives

$$r(\delta) = a(\delta) - b(\delta). \quad (10)$$

We observe that the nets $(a(\delta))_{\delta \in \Delta_E}$ and $(b(\delta))_{\delta \in \Delta_E}$ are monotone decreasing and increasing respectively, and thus, thanks also to (8) and (10), there exists in $R$ (o)-limit $Y \equiv (o) \lim_{\delta \in \Delta_E} a(\delta) = (o) \lim_{\delta \in \Delta_E} b(\delta)$. There exists an (o)-net $(z_\delta)_{\delta \in \Delta_E}$, such that

$$-z_\delta \leq \inf \{S(f, \Pi) : \Pi \in \Psi(\delta)\} - Y \leq \sup \{S(f, \Pi) : \Pi \in \Psi(\delta)\} - Y \leq z_\delta$$
for every $\delta \in \Delta_E$. From this it follows that
\[ |S(f, \Pi) - Y| \leq z_\delta \quad \forall \Pi \in \Psi(\delta), \]
and hence
\[ 0 \leq \sup \{ |S(f, \Pi) - Y| : \Pi \in \Psi(\delta) \} \leq z_\delta \]
for any $\delta \in \Delta_E$. This completes the proof.

**Proposition 3.4.** If $[a, b]$, $[a, c]$ and $[c, b]$ are $\mathcal{B}$-intervals and $f$ is $H_\mathcal{B}$-integrable on $[a, c]$ and on $[c, b]$, then $f$ is also $H_\mathcal{B}$-integrable on $[a, b]$ and
\[
(H_\mathcal{B}) \int_a^b f = (H_\mathcal{B}) \int_a^c f + (H_\mathcal{B}) \int_c^b f.
\]

**Proof.** For every $\delta_1 \in \Delta_{[a,c]}$ and $\delta_2 \in \Delta_{[c,b]}$ we can define $\delta \in \Delta_{[a,b]}$ putting
\[
\delta(x) = \begin{cases} 
\min(\delta_1(x), c - x) & \text{if } x < c, \\
\min(\delta_2(x), x - c) & \text{if } x > c, \\
\min(\delta_1(x), \delta_2(x)) & \text{if } x = c.
\end{cases}
\]
Note that with this $\delta$ we have $\mathcal{B}_\delta([a, c]) = \mathcal{B}_\delta((a, c))$ and $\mathcal{B}_\delta((c, b]) = \mathcal{B}_\delta((c, b])$ (see notations (1) and (2)). Then each sum $S(f, \Pi)$ related to any $\mathcal{B}_\delta$-partition of $[a, b]$ can be written as
\[
S(f, \Pi) = S(f, \Pi_1) + S(f, \Pi_2),
\]
where $\Pi_1$ and $\Pi_2$ are two suitable $\mathcal{B}_{\delta_1}$- and $\mathcal{B}_{\delta_2}$-partitions of $[a, c]$ and $[c, b]$ respectively (in case of need we are splitting here the term $f(c)(\beta - \alpha)$ of the sum $S(f, \Pi)$ into two terms $f(c)(c - \alpha)$ and $f(c)(\beta - c)$). By this we get
\[
\sup_{\Pi} \left| S(f, \Pi) - \left( (H_\mathcal{B}) \int_a^c f + (H_\mathcal{B}) \int_c^b f \right) \right| \leq \sup_{\Pi_1} \left| S(f, \Pi_1) - (H_\mathcal{B}) \int_a^c f \right| + \sup_{\Pi_2} \left| S(f, \Pi_2) - (H_\mathcal{B}) \int_c^b f \right|,
\]
and so
\[
0 \leq \inf_{\delta \in \Delta_{[a,c]}} \left[ \sup_{\Pi_1} \left| S(f, \Pi_1) - (H_B) \int_a^c f \right| \right]
\]
\[
\leq \inf_{\delta_1 \in \Delta_{[a,c]}} \left[ \sup_{\Pi_1} \left| S(f, \Pi_1) - (H_B) \int_a^c f \right| \right]
\]
\[
+ \inf_{\delta_2 \in \Delta_{[c,b]}} \left[ \sup_{\Pi_2} \left| S(f, \Pi_2) - (H_B) \int_c^b f \right| \right] = 0.
\]

**Proposition 3.5.** If \( f \) is \( H_B \)-integrable on a \( B \)-interval \([a,b]\), then \( f \) is also \( H_B \)-integrable on any \( B \)-interval \( I \subset [a,b] \).

**Proof.** Note that, according to the partitioning properties (a) and (b) of basis \( B \), any \( B_\delta \)-partition of \( I \) with \( \delta \in \Delta_{[a,b]} \) can be extended to \( B_\delta \)-partition of \([a,b]\). Having two \( B_\delta \)-partitions of \( I \), say \( \Pi_1 \) and \( \Pi_2 \), we can extend each of them by the same partition of \([a,b]\) \( \setminus I \) getting two \( B_\delta \)-partitions \( \Pi'_1 \) and \( \Pi'_2 \) of \([a,b]\). Then we get
\[
|S(f, \Pi_1) - S(f, \Pi_2)| = |S(f, \Pi'_1) - S(f, \Pi'_2)| \leq \sup \{|S(f, \Pi'_1) - S(f, \Pi'_2)| : \Pi'_1, \Pi'_2 \text{ are } B_\delta \text{-partitions of } [a,b]\}
\]
Taking the supremum over all pairs \((\Pi_1, \Pi_2)\) of \( B_\delta \)-partitions of \( I \) on the left and then the infimum over all \( \delta \in \Delta_{[a,b]} \) on both sides of (11) we get, using the necessary part of Theorem 3.3 for \( f \) on \([a,b]\), that the left side is equal to zero. Therefore
\[
\inf_{\delta \in \Delta} \{\sup_{\Pi_1, \Pi_2} |S(f, \Pi_1) - S(f, \Pi_2)| : \Pi_1, \Pi_2 \text{ are } B_\delta \text{-partitions of } I\} = 0,
\]
and the assertion follows by the sufficient part of Theorem 3.3.

It follows from the last two Propositions that for any \( H_B \)-integrable function \( f : [a, b] \to \mathbb{R} \) the indefinite \( H_B \)-integral is defined as an additive \( R \)-valued \( B \)-interval function on the family of all \( B \)-intervals in \([a,b]\). We shall denote it by
\[
F(I) = (H_B) \int_I f.
\]
Lemma 3.6. If \( f \) is \((B)\)-integrable on \([a, b] \) and \( F \) is as in (12), then

\[
\inf_{\delta \in \Delta} \left\{ \sup_{(I, x) \in \Pi} \sum_{(I, x) \in \Pi} |f(x)|I - F(I) : \Pi \text{ is a } B_\delta\text{-decomposition of } [a, b] \right\} = 0. \tag{13}
\]

PROOF. By (5), there exists an \((o)\)-net \((p_\delta)_{\delta \in \Delta}\) such that

\[
\sup \left\{ \left| \sum_{(I, x) \in \Pi} f(x)|I| - (B) \int_a^b f \right| : \Pi \text{ is a } B_\delta\text{-partition of } [a, b] \right\} \leq p_\delta. \tag{14}
\]

for every \( \delta \in \Delta \). Let \( \delta \in \Delta \) and \( \Pi = \{(J_i, \xi_i), i = 1, \ldots, q\} \) be a \( B_\delta \)-partition of \([a, b] \). By Proposition 3.5, \( f \) is integrable on \( J_i, i = 1, \ldots, q \). Thus for each \( i \) there exists an \((o)\)-net \((p_\delta, \delta_i)_{\delta_i \in \Delta, J_i}\) such that

\[
\sup \left\{ \left| \sum_{(I, x) \in \Pi} f(x)|I| - (B) \int_{J_i} f \right| : \Pi \text{ is a } B_\delta\text{-partition of } J_i \right\} \leq p_\delta. \tag{15}
\]

Now, fix arbitrary \( \emptyset \neq L \subset \{1, \ldots, q\} \). Let \( \Pi_i \) be a \( B_\delta \)-partition of \( J_i \), and set

\[
\Pi_0 = \{(J_i, \xi_i) \in \Pi : i \in L\} \bigcup \bigcup_{i \notin L} \Pi_i.
\]

Having fixed the chosen \( \delta \) we can suppose that \( \delta_i(x) \leq \delta(x) \) for all \( x \in J_i \). Then \( \Pi_0 \) is a \( B_\delta \)-partition of \([a, b] \) and hence by (14)

\[
\left| S(f, \Pi_0) - (B) \int_a^b f \right| \leq p_\delta.
\]
Thus we have
\[
0 \leq \left| \sum_{i \in L} |J_i| f(\xi_i) - \sum_{i \in L} (H_B) \int_{J_i} f \right|
\]
\[
= \left| S(f, \Pi_0) - (H_B) \int_a^b f + \sum_{i \notin L} (H_B) \int_{J_i} f - \sum_{i \notin L} S(f, \Pi_i) \right|
\]
\[
\leq \left| S(f, \Pi_0) - (H_B) \int_a^b f + \sum_{i \in L} (H_B) \int_{J_i} f - \sum_{i \notin L} S(f, \Pi_i) \right|
\]
\[
\leq \left| S(f, \Pi_0) - (H_B) \int_a^b f + \sum_{i=1}^q (H_B) \int_{J_i} f - S(f, \Pi_i) \right|
\]
\[
\leq p_\delta + \sum_{i=1}^q p_{\delta_i}.
\]
Considering this inequality for a fixed \(\delta\) and for any \(\delta_i\)'s we can pass to the \((\omega)-\)limit as the \(\delta_i\)'s "shrink to zero", to get
\[
0 \leq \left| \sum_{i \in L} f(\xi_i) |J_i| - \sum_{i \in L} (H_B) \int_{J_i} f \right| \leq p_\delta.
\]
(16)

We now observe that, since \(R\) is a Dedekind complete Riesz space, by virtue of the Maeda-Ogasawara-Vulikh representation theorem (see [?]) there exists a compact extremely disconnected topological space \(\Omega\), such that \(R\) can be embedded Riesz isomorphically as a solid subset of \(C_\infty(\Omega) = \{f : \Omega \rightarrow \mathbb{R} : f \text{ is continuous}, \text{ and the set } \{\omega \in \Omega : |f(\omega)| = +\infty\} \text{ is nowhere dense in } \Omega\}.\)

From (16), for all \(\omega \in \Omega\) and for each \(\delta\)-fine partition \(\Pi = \{(J_i, \xi_i) : i = 1, \ldots, q\}\) of \([a, b]\), we have (using the same notations for elements of \(R\) and for the corresponding elements of \(C_\infty(\Omega))

\[
0 \leq \left| \sum_{i \in L} f(\xi_i) |J_i| - \sum_{i \in L} (H_B) \int_{J_i} f \right| (\omega) \leq p_\delta(\omega)
\]
for all \(L \subset \{1, 2, \ldots, q\}\) (with the convention that the sum along the empty set of any quantity is zero).

Fix now \(\omega \in \Omega\). If \(p_\delta(\omega) = +\infty\), there is nothing to prove. Suppose that \(p_\delta(\omega) \in \mathbb{R}\). Let \(L\) [resp. \(L'\)] be the sets of all indices \(i \in \{1, \ldots, q\}\) such that
\[
\left[ f(\xi_i) |J_i| - (H_B) \int_{J_i} f \right](\omega) \geq 0 \text{ [resp. < 0].}
\]
We have:

$$0 \leq \sum_{i=1}^{q} \left| f(\xi_i | J_i) - (H_B) \int_{J_i} f \right| (\omega)$$

$$= \sum_{i \in L} \left[ f(\xi_i | J_i) - (H_B) \int_{J_i} f \right] (\omega) - \sum_{i \in L'} \left[ f(\xi_i | J_i) - (H_B) \int_{J_i} f \right] (\omega)$$

$$\leq 2 p_B(\omega)$$

for each $\omega \in \Omega$. Coming back to the corresponding elements of $R$ we get (13).

4 The Fundamental Theorem of Calculus for the $H_B$-Integral.

In this section we prove two versions of the Fundamental Theorem of Calculus for the $H_B$-integral. The first one refers to any Dedekind complete Riesz space while in the second one we put an additional restriction on the considered Riesz space assuming that it is regular (For similar theorems existing in other abstract settings, see [21] and [23], and for the $H$-integral in the real case see [17], [10] and [12]).

Note that if $(X, \mathcal{H}, \mu)$ is a measure space with $\mu$ positive, $\sigma$-additive and $\sigma$-finite, then the spaces $L^0(X, \mathcal{H}, \mu)$ and $L^p(X, \mathcal{H}, \mu)$, with $1 \leq p < +\infty$, are regular; furthermore, the space of all real sequences, with the usual coordinate-wise ordering, is regular (see [13], pp. 478-481). So the class of spaces, for which Theorem 4.2 is valid, is rather wide.

Theorem 4.1. If $R$ is a Dedekind complete Riesz space, $\mathcal{B}$ is a basis and $\tau$ is a $\mathcal{B}$-interval $R$-valued function, $(u)$-differentiable with respect to $\mathcal{B}$ on $[a,b]$ with derivative $\tau'$, then $\tau'$ is $H_B$-integrable on $[a,b]$, and

$$(H_B) \int_a^b \tau' = \tau([a,b]).$$

Proof. By $(u)$-differentiability of $\tau$ in $[a,b]$ (see (4)), there exists an $(o)$-net $(p_\delta)_{\delta \in \Delta}$, such that

$$\sup \left\{ \frac{\tau(I) - \tau'(x)}{|I|} : (I, x) \in \mathcal{B}_\delta([a,b]) \right\} \leq p_\delta \quad \forall \delta \in \Delta. \tag{17}$$

Choose a $\delta$-fine partition $\Pi = \{(I_i, x_i) : i = 1, \ldots, q\}$ of $[a,b]$, $\forall \delta \in \Delta$. From
(17) we get:

\[
0 \leq |S(\tau', \Pi) - \tau([a,b])| = \left| \sum_{i=1}^{q} |I_i| \tau'(x_i) - \tau(I_i) \right|
\]

\[
\leq \sum_{i=1}^{q} \left\{ |I_i| \left| \frac{\tau(I_i)}{|I_i|} - \tau'(x_i) \right| \right\}
\]

\[
\leq \left( \sum_{i=1}^{q} |I_i| \right) p_\delta = (b - a) p_\delta.
\]

Theorem 4.2. Let \( R \) be a regular Riesz space, \( \mathcal{B} \) a fixed basis, \( f : [a,b] \rightarrow R \) and let \( \tau \) be a \( R \)-valued \( \mathcal{B} \)-interval function, such that for some countable set \( Q \subset [a,b] \) the function \( f \) is the \((u)\)-derivative of \( \tau \) on \([a,b] \setminus Q \) with respect to \( \mathcal{B} \) and \( \tau \) is \((o)\)-continuous on \( Q \) with respect to \( \mathcal{B} \). Then \( f \) is \( H_\mathcal{B} \)-integrable in \([a,b] \), and

\[
(H_\mathcal{B}) \int_a^b f = \tau([a,b]).
\]

Proof. Let \( Q \equiv \{ x_n : n \in \mathbb{N} \} \). As \( R \) satisfies property \( \sigma \) (thanks to regularity, see Definition 2.3), then without loss of generality we can assume that \( f(x_n) = 0 \) for all \( n \), because this will not change the value of the considered integral (see Proposition 3.2).

Let \( Q^c = [a,b] \setminus Q \). We shall use Proposition 2.4 now. As \( f \) is the \((u)\)-derivative of \( \tau \) in \( Q^c \), then there exists an element \( u \geq 0 \) of \( R \), \( u \neq 0 \), such that \( \forall \varepsilon > 0 \) a gage \( \zeta \in \Delta_{Q^c} \) can be found such that, if \( \Pi = \{(I_i, x_i) : i = 1, \ldots, q\} \) is a \( \mathcal{B}_\zeta[Q^c] \)-decomposition, then

\[
||I_i|| |f(x_i) - \tau(I_i)| \leq |I_i| \varepsilon u
\]

for all \( i = 1, \ldots, q \).

Moreover, by \((o)\)-continuity of \( \tau \) in \( Q \) (see (3)) and since \((o)\) and \((r)\)-convergence coincide in the considered case, for each \( n \in \mathbb{N} \) there exists a positive nonzero element \( u_n \) of \( R \) such that \( \forall \eta > 0, \exists \delta_n \in \Delta_{x_n} : \sup \{ |\tau([u,v])| : x_n - \delta_n(x_n) \leq u \leq x_n \leq v \leq x_n + \delta_n(x_n) \} \leq \eta u_n \). (18)

By property \( \sigma \), there exists a sequence \( (\lambda_n)_n \) in \( \mathbb{R}^+ \) and a positive nonzero element \( w \in R \), such that \( \lambda_n u_n \leq w \) for all \( n \in \mathbb{N} \). Now, we use (18) with \( \eta = \varepsilon 2^{-n} \lambda_n \) and obtain the corresponding \( \delta_n \). In such a way we have obtained
for each fixed \( \varepsilon > 0 \), a gage \( \delta_Q \in \Delta_Q \) defined by setting \( \delta_Q(x) \equiv \delta'_n(x) \) if \( x = x_n \) \((n \in \mathbb{N})\) with

\[
\sup \{ |\tau([u,v])| : x_n - \delta_Q(x_n) \leq u \leq x_n \leq v \leq x_n + \delta_Q(x_n) \} \leq \varepsilon 2^{-n} \lambda_n u_n.
\]

For each \( \varepsilon > 0 \) we define now a gage \( \delta \) on \([a,b]\) by putting

\[
\delta(x) = \begin{cases} 
\zeta(x) & \text{if } x \in Q^c, \\
\delta_Q(x) & \text{if } x \in Q.
\end{cases}
\]

For every \( \mathcal{B}_k \)-partition \( \Pi = \{(I_i, x_i), i = 1, \ldots, q\} \), we have

\[
0 \leq \left| \left[ \sum_{i=1}^{q} |I_i| f(x_i) \right] - \tau([a,b]) \right| \\
= \left| \sum_{i=1}^{q} \{ |I_i| f(x_i) - \tau(I_i) \} \right| \\
\leq \left| \sum_{x_i \notin Q} \{ ||I_i| f(x_i) - \tau(I_i) \} \right| + \sum_{x_i \in Q} |\tau(I_i)| \\
\leq \varepsilon u (b - a) + \sum_{n=1}^{\infty} \varepsilon 2^{-n} \lambda_n u_n \leq \varepsilon u (b - a) + \varepsilon w.
\]

From this the assertion follows.

\[ \square \]

5 Applications to Walsh Series.

In this section we consider Walsh series with coefficients from a Riesz space and give an application of Theorem 4.2 to the problem of recovering the coefficients of a convergent Walsh series from its sum by generalized Fourier formulas. The integral in these formulas will be the Henstock-Kurzweil integral for Riesz-space-valued functions defined with respect to the dyadic basis \( \mathcal{D} \).

We begin with the following:

**Lemma 5.1.** Let \( (a_n)_n \) be a sequence \((\circ)\)-convergent to zero in a Dedekind complete Riesz space \( R \). Then the sequence \( (\sigma_j)_j \) of its arithmetical means also \((\circ)\)-converges to zero.
Proof. We have, for each natural number \( n \), \( |a_n| \leq r_n \), where \( (r_n) \) is an \((o)\)-sequence of elements of \( R \). For \( k \in \mathbb{N} \) and \( k! \leq j < (k+1)! \) we get

\[
|\sigma_j| = \left| \frac{1}{j} \left( \sum_{i=1}^{j} a_i \right) \right| \leq \frac{1}{j} \left( \sum_{i=1}^{j} |a_i| \right) \leq \frac{1}{j} \left( \sum_{i=1}^{(k-1)!} r_i + \sum_{i=(k-1)!+1}^{j} r_i \right)
\]

\[
\leq (k-1)! \frac{r_1}{k} + (j - (k-1)!) \frac{r_{(k-1)!}}{j} \leq r_1/k + r_{(k-1)!}.
\]

So we have \( |\sigma_j| \leq p_j \), where \( (p_j) \) is an \((o)\)-sequence defined by \( p_j = r_1/k + r_{(k-1)!} \) for \( k! \leq j < (k+1)! \), \( j \geq 2 \) (Note that \( (r_1/k) \) is an \((o)\)-sequence because \( R \) is supposed to be Dedekind complete and therefore Archimedean).

To define the Walsh functions (see [2], [7] for details) we use dyadic expansions of natural numbers as well as those of real numbers of the half-open interval \([0, 1)\). Let \( n = \sum_{j=0}^{\infty} \varepsilon_j 2^j \) with \( \varepsilon_j = 0 \) or \( 1 \), and \( x = \sum_{j=0}^{\infty} x_j 2^{-j-1} \) with \( x_j = 0 \) or \( 1 \), with a stipulation that for the dyadic rationals \( x \) we use only finite expansions. With this notation we put

\[
w_n(x) = (-1)^{\sum_{j=0}^{\infty} \varepsilon_j x_j}, \quad n \in \mathbb{N}, \quad x \in [0, 1).
\]

Note that for \( n \leq 2^k \) the functions \( w_n \) are constant on each interval \( \Delta_k^i \), where

\[
\Delta_k^i = \left[ \frac{i}{2^k}, \frac{i + 1}{2^k} \right), \quad k \in \mathbb{N}, \quad i = 0, 1, \ldots, 2^k - 1.
\]

Let

\[
S_n = \sum_{j=0}^{n-1} a_j w_j \tag{19}
\]

be the partial sums of a Walsh series

\[
\sum_{j=0}^{\infty} a_j w_j \tag{20}
\]

with coefficients \( a_j \) belonging to a Dedekind complete Riesz space \( R \). Because of the above mentioned property of Walsh functions, the sums \( S_n \) are constant for \( n < 2^k \) on each interval \( \Delta_k^i \).

For these partial sums we shall consider pointwise \((o)\)-convergence (order convergence) as well as the following \((u)\)-convergence on a set.
Definition 5.2. Let $\Lambda$ be any nonempty set, $R$ be any (arbitrary) Dedekind complete Riesz space and $D = \mathbb{N}^{\Lambda}$. We say that the sequence of $R$-valued functions $(S_n(x))_n, x \in \Lambda$, $(u)$-converges to the function $S : \Lambda \to R$ (with respect to order convergence) if there exists an $(o)$-net $(p_\nu)_{\nu \in D}$ such that $\forall \nu \in D$ we have:

$$\sup\{|S_n(x) - S(x)| : x \in \Lambda, n \geq \nu(x)\} \leq p_\nu.$$  

Note that $(u)$-convergence of a sequence on a set implies $(o)$-convergence of this sequence at each point of the set.

The crucial step to the solution of the coefficient problem for the Walsh series is to observe that the integral $\int_{\Delta_k^i} S_{2^k}$ defines an additive interval function $\psi$ on the family $D$ of the dyadic intervals (As $S_{2^k}$ is constant on $\Delta_k^i$, $k \in \mathbb{N}, i = 0, 1, \ldots, 2^k - 1$, the integral here can be understood in the usual Riemann sense (see [5])).

To prove this it is enough to show that

$$\psi(\Delta_i^k) = \psi(\Delta_i^{k+1}) + \psi(\Delta_{2i+1}^{k+1}),$$

where

$$\Delta_i^k = \Delta_{2i+1}^{k+1} \cup \Delta_{2i+1}^{k+1}, \quad k \in \mathbb{N}, i = 0, 1, \ldots, 2^k - 1.$$

Note that, if $x \in \Delta_{2i+1}^{k+1}$, then $x + \frac{1}{2^{k+1}} \in \Delta_{2i+1}^{k+1}$. 

The function $w_n$, for $2^k \leq n \leq 2^{k+1} - 1$, is constant on each $\Delta_i^{k+1}$ and if $x \in \Delta_{2i+1}^{k+1}$ then

$$w_n \left( x + \frac{1}{2^{k+1}} \right) = -w_n(x).$$

This implies for $x \in \Delta_{2i}^{k+1}$

$$S_{2^{k+1}} \left( x + \frac{1}{2^{k+1}} \right) - S_{2^k} \left( x + \frac{1}{2^{k+1}} \right) = -(S_{2^{k+1}}(x) - S_{2^k}(x)).$$
Then
\[
\psi(\Delta_{2i+1}^{k+1}) + \psi(\Delta_{2i+1}^{k+1}) = \int_{\Delta_{2i+1}^{k+1}} S_{2k+1} (x) \, dx \\
+ \int_{\Delta_{2i+1}^{k+1}} S_{2k+1} (x) \, dx = \int_{\Delta_{i}^{k+1}} (S_{2k} (x) + (S_{2k+1} (x) - S_{2k} (x))) \, dx \\
= \int_{\Delta_{i}^{k+1}} S_{2k} (x) \, dx + \int_{\Delta_{i}^{k+1}} (S_{2k+1} (x) - S_{2k} (x)) \, dx \\
+ \int_{\Delta_{i}^{k+1}} (S_{2k+1} (x + \frac{1}{2^{k+1}}) - S_{2k} (x + \frac{1}{2^{k+1}})) \, dx \\
= \int_{\Delta_{i}^{k}} S_{2k} (x) \, dx = \psi(\Delta_{i}^{k}).
\]

As the sum \( S_{2k} \) is constant on each \( \Delta_{i}^{k} \), then
\[
S_{2k} (x) = \frac{\psi(\Delta_{i}^{k})}{|\Delta_{i}^{k}|}, \text{ where } x \in \Delta_{i}^{k}. \tag{21}
\]

It follows from this formula that, if the Walsh series is \((o)\)-convergent at a dyadic-irrational point \( x \), then the function \( \psi \) is \((o)\)-differentiable with respect to the basis \( D \) at this point and if the Walsh series is \((u)\)-convergent on some set of dyadic-irrational points, then the function \( \psi \) is \((u)\)-differentiable with respect to \( D \) on the same set.

**Proposition 5.3.** If the coefficients of a Walsh series form a sequence \((o)\)-convergent to zero, then the corresponding function \( \psi \) is \((o)\)-continuous with respect to the basis \( D \) at each point of \([0, 1]\).

**Proof.** Under the same notations as above, we have:
\[
|\psi(\Delta_{i}^{k})| = \left| \int_{\Delta_{i}^{k}} S_{2k} \right| \leq |\Delta_{i}^{k}| \sum_{j=0}^{2^{k}-1} |a_j| = 1/2^{k} \sum_{j=0}^{2^{k}-1} |a_j|.
\]

The last expression \((o)\)-converges to zero as \( k \to +\infty \) by Lemma 5.1.

We are ready now to prove the following theorem on recovering the coefficients of a Walsh series from its sum.

**Theorem 5.4.** If \( R \) is a regular Riesz space and a Walsh series (20) is \((u)\)-convergent to a function \( f \) on a set \([0, 1] \setminus E \), where \( E \) is a countable subset of \([0, 1] \), then \( f \) is \( H_{D} \)-integrable on \([0, 1] \) and the series (20) is the Fourier series of \( f \) in the sense of the \( H_{D} \)-integral.
Proof. Our series being $(u)$-convergent is also $(o)$-convergent on $[0, 1) \setminus E$. Note that the $(o)$-convergence of a Walsh series at least at one point implies that the coefficients of this series $(o)$-converge to zero. Then the function $\psi$ defined for our series is $(o)$-continuous with respect to the basis $D$ everywhere on $[0, 1]$ according to Proposition 5.3. Denote by $Q$ the set of dyadic-rational points. It follows from the definitions of $(u)$-convergence, $(u)$-differentiability and from equality (21) that the function $\psi$ is $(u)$-differentiable with $(u)$-derivative $f$ in $[0, 1) \setminus (E \cup Q)$. So we can apply to functions $\psi$ and $f$ Theorem 4.2 to get

$$(H_D) \int_{a}^{b} f = \psi([a, b])$$

for any dyadic interval $[\alpha, \beta] = \Delta^k_i$. Note that for $n < 2^k$ the coefficients $a_n$ are the Fourier coefficients of the partial sum $S_{2^k}$. Then, denoting by $w_{ni}$ the value of the function $w_n$ on $\Delta^k_i$, we get

$$a_n = \int_{0}^{1} S_{2^k} w_n = \sum_{i=0}^{2^k-1} \int_{\Delta^k_i} S_{2^k} w_n = \sum_{j=0}^{2^k-1} w_{ni} \int_{\Delta^k_i} S_{2^k} = \frac{2^k-1}{\sum_{i=0}^{2^k-1} w_{ni} \psi (\Delta^k_i)} = \sum_{i=0}^{2^k-1} w_{ni} (H_D) \int_{\Delta^k_i} f = (H_D) \int_{0}^{1} f w_n.$$ 

This completes the proof. □
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